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1. Introduction:
      Nowadays, wireless communication technology is rapidly changing, which is based on packet-switched rather than circuit-switched, and the needs for improving the capacity is becoming increasingly important. Therefore, capacity issue stills the basic requirement for the operators. The capacity of cells in the existing digital cellular mobile networks, like GSM, will have to cope with these requirements. This issue creates a critical question for the network operators, on how to increase the capacity without increasing the number of channels or the number of base stations. Different solutions can be foreseen [1]. The most obvious solution seems to extend the GSM band or to increase the number of base stations and, hence, increasing the number of channels. Unfortunately, these solutions are not always possible. The first is limited because the overall available GSM spectrum is limited and is usually divided between 2 or 3 network operators leaving a spectrum of no more than 10 MHz for each operator. Increasing the number of base stations has also physical limitations. Other proposals for increasing the capacity also exist, such as frequency hopping [2][3], pico-cells [4], or hierarchical cell structures [5]. The problem is that they require an extensive change in the existing network, which makes their implementation rather expensive and complex and they are used widely for dense areas frequency hopping. The studied IUO scheme, which was proposed by Nokia communications [6], has the advantage of providing high gain in capacity (up to 40 %) without the need for major investment or extensive modifications to the network, nor changes to the existing mobile phones. The main idea of IUO is to improve the frequency reuse by dividing the frequency band into two layers, a super layer and regular layer frequency, and by assigning lower energy, i.e., smaller area of coverage to the super layer. In this way, the super frequencies (channels) can be used by mobile with good C/I ratio, and these mobiles are usually close to the base station (dense areas with high traffic), while the regular frequencies are used over the whole cell. The IUO is a feature designed to allow a 
tighter frequency reuse for some of the available radio frequencies and therefore achieve a higher network capacity. It implements a two-layer network structure with different reuse factor for each layer (see Figure 1 [8]). 
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Figure 1. IUO principle.

      Many researchers have introduced the capacity issue of GSM in the literature. Some simulation results were reported on IUO in [7]. In [8], the performance of GSM network implementing IUO in combination with frequency hopping was studied by simulation and some further improvements on the original IUO scheme were suggested. The effect of these improvements was reported in [9]. Furthermore, there are some recent works on this issue [10-13]. In [10], the author discusses various solutions for improving the network capacity and he introduced three steps to achieve this, such as, introducing micro cells, multi-band operation traffic management and multi-layered hierarchical cell structure. In [11], GSM over IP module is introduced to increase capacity and coverage in the indoor environments. The module is based on GSM/GPRS distributed base station using nanoBTS. While in [12], an analytical approach was carried out to show channel utilization with and without the high speed circuit switched data. The introduced results show that the overall traffic channel utilization has increased.

      In system modeling [13][14], expected values of various performance measures of interest may be explicitly derived, in terms of moments of inter-arrival and service time distributions. The determination of the distributions themselves via classical queuing theory, may prove an infeasible task even for system of queues with moderate complexity. Therefore, it is implied that the method of entropy maximization can be applied to produce useful approximations of performance measures of queuing systems and networks. Focusing on a general queuing network model (QNM), the ME solution, may be interpreted as a product form approximation, subject to the set of mean values {<fk>}, k=1, 2,….., m, viewed as marginal type constraints per queue. Thus for an open QNM, entropy maximization suggests a decomposition into individual queues with revised inter-arrival and service times. 

      The only analytical model the author is aware about is given in [1]. Unlike [1], in this paper, a new queuing model is suggested and then the maximum entropy principle is applied to this model. Furthermore, the GE process is assumed with variability in the arrival and service times, which is not the case in [1] where the authors assumed only a Poisson process. Therefore, the main contribution of this paper is the application of the ME method on the model and the use of the generalized exponential distribution that offers methods for modeling more close to reality situations, such as bulk arrivals (i.e. variability of Ca); which means times with increased traffic and an increase in the variability of the service time (i.e. variability of Cs) .

      The rest of the paper is organized as follows. In Section 2, the queuing model is presented. The application of the ME on the model is given in Section 3. The numerical results are shown in Section 4. Section 5 is the conclusions, followed by the future research work in Section 6. 

2. The Model:
      The purpose of the model is to calculate useful performance measures using the IUO principle.


Modeling Assumptions:
The studied system under consideration is modeled by the following assumptions:

· Only one cell is assumed with two layers: regular and super.

· The traffic over the network is homogeneous.

· The arrival process is general with average arrival rate (.

· The call duration is generalized exponentially distributed random variable with
mean call duration 1/µ.

· In this model, we have GE-type inter-arrival and service times with parameters:
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· This means that the arrival to the queue is bulk arrival according to Poisson process with rate (( . t), and when there are n jobs in the queue, a service completion takes place after an exponentially distributed time period with rate (min(c,n) . ( .s). 

· The ratio C/I is immediately known where C stands for Carrier and I stands for Interference.

2.2  Call Admission Control:
      Given the above assumptions, when the MS is connected, the ratio C/I is calculated immediately. If (C/I < threshold (given threshold value)) and there are channels available in regular layer, the MS connection is transferred to a regular layer channel. If the regular layer is busy, then the call is blocked. If (C/I > threshold (good)) and there are channels available in the super layer, the MS connection is then transferred to a channel of super layer. In the case that super layer is busy, the MS call attempts to use a channel of a regular layer. If all the channels of regular layer are busy, then the call is lost. These operations can be described in terms of queuing model by Figure 2.

Notations:
	Sc  :
	Number of channels in super layer.

	Rc :
	Number of channels in regular layer.

	cov:
	The ratio of the area covered by super layer over the area of the whole cell.

	λ   :
	The average arrival rate of calls in the system.

	λ R  :
	The arrival rate of calls in the regular layer = λ . (1- cov).

	λ S  :
	The arrival rate of calls in the super layer = λ . cov.

	CaR :
	The sqv of the inter-arrival time distribution of those calls entering to the regular layer.

	CaS:
	The sqv of the inter-arrival time distribution of those calls entering to the super layer.

	ĈaS:
	The sqv of the inter-arrival time distribution of those calls being blocked and attempting to enter to super layer.

	πS  : 
	The probability of all channels in super layer being busy which is called blocking probability of super layer.

	π R  :
	Blocking probability of regular layer.

	ΛR :
	The overall arrival rate to the regular layer.

	ΛS  :
	The overall arrival rate to the super layer.

	ĈaR:
	The merged sqv of the inter-arrival time distribution of the calls attempting to enter to regular layer after being blocked in super layer and of those entering normally to regular layer.

	μ   :
	The service rate

	Ca :
	The squared coefficient of variation (sqv) of the inter-arrival-time distribution of the calls entering the system.

	Cs  :
	The sqv of the service time distribution.
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Figure 2: Queuing model of Underlay-Overlay
      It is useful to know the probability that a call in regular layer will be lost. This happens when all channels in the regular layer are all busy; we call this probability, the blocking probability of the regular layer, πR . On the other hand, the probability that a call in super layer will be lost, means that the call should find both the super and regular layer are busy. We call this probability, SR.
3.   Application of the ME method on the model:
3.1 Decomposition:


      A Maximum Entropy (ME) product form approximation is presented in [13][15], by the following equation:

P(n1,n2 ) ≈ P1 ( n1) . P2 (n2)



                        (1)
      where P(n1,n2) is the joint steady state probability and Pi (ni) is the marginal probability, where і = 1, 2, which leads to a two layers of mobile system decomposition (see Figure 3).

Between Ca, CaR, CaS, ĈaS, ĈaR, the following equations are true [16]:
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Where 
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 should be positive for all values.
3.2  Applying Queuing Theory 

3.2.1 The M/M/c/c case:
      In Queuing theory, a system with multiple servers (identical channels) where the arrival and service time process is Poisson, and no jobs are allowed to wait, is symbolized as M/M/c/c and is called an M/M/c loss system. In our case, both queues can be seen as M/M/c/c system. For the M/M/c/c system, it is known that the loss probability can be found by Erlang B formula, B[c,u] [17]:
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 (6)
Where,

c is the number of servers (channels).
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 is the traffic density, λ is the arrival rate and μ is the service rate.

      For the M/M/c loss system, additionally we have N = NS where N is random variable representing the number of customers in the system and NS is the average number of busy channels:

NS =
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Figure 3: Decomposition of super and regular layers.

moreover, the normalization condition 
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and hence, the probability that n channels are busy in the steady state is given by:
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n = 0,1,2,3, …., c

      Knowing the loss probability, we can calculate the following performance parameters :

· The mean queue length, 
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· The actual average arrival rate into the system, (u, is less than (, because some arrivals are turned away. Therefore, the throughput can be computed as, 
       λu = λ .(1-B[c,u]) 



                                    (8)


· The server utilization,
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      For the calculation of B[c,u], we used a recursive algorithm based on the part of Ham’s modified algorithm [18] concerning the calculation of B[c,u].

It is based on the easy to prove equations:

 EQ B[1,u] = 
[image: image13.wmf]u

u

+

1
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B[n,u] = 
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           (12)
3.2.2 
The Generalized Exponential Distribution: 

We will use the GE distributional model of the form [13],
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      to represent general inter-arrival and service time distributions with mean 1/v and squared coefficient of variation C. For C = 1 we have the exponential distribution.

3.2.2.1. The GE/GE/c/K;N Case:
      We consider a single class FIFO GE/GE/c/K;N with general inter-arrival and service times with c homogeneous servers, K (K ≥ 0) the minimum number of jobs at any given time and finite capacity N. The system is a loss system (when K = c); which means that if the station that contains the servers is busy (all the servers busy) the customer is not allowed to wait and is turned away. 

      We present the formula for the loss probability and other useful formulae that come as a result. 

Its loss probability, ( [13][15]:
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where p(n) is the ME solution [13]:
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Where, 
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and,

J = max(c, K +1), h(n) = max(0,n-J),

f(n) = max (0,n-N+1), m(n) = max(K+1, min (c, n))

                 (17)
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      where {g(l): l = K+2,….,J}, x and y are the Lagrange coefficients of the ME queue length distribution {p(n), n = K, K+1, …..,N}.

      In our case, we have N = c and K = 0. By replacing those values of K and N, we can obtain a simpler formula for π.

Therefore, Equation (l4) becomes,
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                                                 (22)

      and h(n) = 0, f(n) = 0 for 1 ≤ n < c and f(c) = y, J = c. Therefore, the formula for p(n) becomes,

p(n) = p(0).Gn, n = 1,…,c-1 and p(c) = p(0).Gn .y 

             (23)
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also m(n) = max(1,n) ( m(n) = n.

Therefore, Equation (16) becomes,
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and Equation (19) becomes,
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 where for g(1) the Equation remains the same.

· We can also calculate other performance parameter such as: 

· λa =λ .(1- π), the effective arrival rate or throughput.

· L = λa/μ, the mean queue length.

· ρ = λa/(μ.c), the channel utilization.

· The M/M/c/c is a specific case of the GE/GE/c/c for Ca = Cs = 1. For Ca = 1, we have t = 1 and the formula for loss probability, π becomes: π = p(c). 
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      Equation (26) proves that for Ca = 1, the loss probability does not depend on Ca. This is an interesting result and proves that an M/GE/c/c system behaves exactly as an M/M/c/c. Additionally, Equation (22) allows us to study the effect of the variability of Ca and Cs on the performance of the system. Therefore, we can now apply the GE/GE/c/c to our system for two queues (layers). For the regular layer we can apply the equations for sqv of inter-arrival time ĈaR, which can be calculated by (5), arrival rate AR, and sqv of service time, Cs. For the super layer we can apply the equations, for Cas, sqv of inter-arrival time, As, arrival rate to the super layer. In case of Ca =1, in our system we have from Equation (2) ( CaR = 1, from Equation (3) ( CaS =1, from Equation (4) ( ĈaS = 1 and from Equation (5) ( ĈaR = 1. 
4.  Numerical results:
      We present in this part a set of figures produced by MATLAB based on the analytical model. The first group of figures shows the effect of the variability of Ca, Cs on the 16S-32R (16 channels/super layer, 32 channels in regular layer) system for the value of coverage 0.50. We also present another group of figures showing the effect of the variability of the coverage on the performance measures of the same system.

      The set of figures (4-7) illustrate the effect of the increase of the value of Cs on the performance of the system. It shows that a small increase of Cs from 1 to 5 improves considerably the performance of the system (i.e. decreases the loss probabilities and increases the utilization). Furthermore, it is interesting to note that on regular layer channel, the utilization until a traffic load of about 30 Erlang, in case of (Ca = 20, Cs = 5) is bigger than the case of Ca = Cs =1. This is also true for (Ca = 20, Cs = 1) but for a smaller amount of traffic. Additionally, for (Ca = 20,Cs = 1), the utilization is better than (Ca = 20, Cs = 5) for an amount of traffic close to 30 Erlang in a regular layer (Figure 6). However, the opposite happens when the traffic is increased for both regular and super layers. This explains the fact that when the traffic load is small, most of the traffic goes to the regular layer, as the traffic increases, the traffic load is distributed between both layers until it reaches a level where the load is balanced all over the whole cell.

      The set of figures from (8–11) illustrate the effect of coverage on the 16S-32R system in case of Ca = 20, Cs = 5 and for the coverage values 0.30 and 0.70. It can be noticed that the loss probability of the regular layer is bigger for cov = 0.30 compared to cov = 0.70. In general, the difference is not important but it tends to be significant as the traffic load increases. On the other hand, the channel utilization of both regular and super layer is bigger for coverage 0.70 than coverage 0.30 and as the traffic increases, the difference becomes significantly small, especially in the regular layer. This explains the fact that as the traffic increases, the regular layer has to serve many people regardless of the coverage.

5. Conclusions: 
      As a result of the above investigation, we come up with some interesting observations. The increase of the variability of inter-arrival time (i.e. increases of Ca) results in a decrease of the performance of the system and this expected as the variability of the inter-arrival time has a clear influence on the performance, especially when we have a huge number of arrivals. In contrast, when Cs increases; this means that the variability of the service time increases, which implies a considerable improvement on the performance of the system. It is also interesting that when we have Poisson (i.e. Ca = 1) arrival process, we proved that the performance of the system does not depend on the variability of the service time. Additionally, the effect of the increase of coverage is not so important in the regular layer. The logical explanation for this is that although increase of coverage means less flow of external calls attempting to enter the regular layer, at the same time the loss probability in the super layer increases. This means that the number of calls being blocked in the super layer are increased and they are attempting to enter the regular layer and therefore, they balance the drop of the flow of those entering normally to super layer.

6. Future Work:
      In the future work of this paper, the suggested model can be solved using MOSEL2 (MOdelling Specification and Evaluation Language) [19], developed at the university of Erlangen, Germany, using different distributions with different forms of inter-arrival and service times. An analytical solution for the third generation of mobile networks (i.e., UMTS) using the maximum entropy principle is under investigation and it will be introduced in the near future. Additionally, and in order to cope with the requirements of the new technology, multi-cell system with mobility between the super and regular layer will be presented with non-homogeneous traffic distribution. The IUO principle combined with frequency hopping to improve the capacity is another issue that can be studied in the future taken into consideration different propagation environments.
[image: image60.wmf]R

p

[image: image61.wmf]s

C

,

m


[image: image62.wmf]s

C

,

m

[image: image63.wmf]S

S

l

=

L

 
[image: image64.wmf]aS

S

C

,

L

[image: image65.wmf]s

C

,

m


[image: image66.wmf]s

C

,

m

[image: image67.wmf]s

C

,

m


References:
1- Begain K., Rozsa G., Pfening A. and Telek M. : “Performance analysis of GSM networks with intelligent Underlay Overlay Underlay-Overlay”, Proceedings of IEEE Symposium on Computers and Communications, IEEE Computer Society Press, Taormina, Italy, pp. 135-141, 2002.
2- Zoran K., Nelosn S.: "Performance and Implementation of Dynamic Frequency Hopping in Limited Bandwidth Cellular Systems", IEEE Transactions on Wireless Communications, Vol. 1, No. 1, pp. 28-36, 2002.

3- Jonathan S., Henry S. :"Analysis and Design of a Frequency-Hopped Spread-Spectrum Transceiver for Wireless Personal Communications", IEEE Transactions on Vehicular Technology, Vol. 49, No. 5, September, 2000.

4- Molkdar D., Quirke T.: "Techniques to Provide Coverage and Capacity in GSM Pico-cellular Environments", Vehicular Technology Conference, IEEE, VTC2000, Vol. 6, No. 1, pp. 3008-3014, 2002.
5- Liu X. and Fapojuwo A.: "Resource Management for Handoff Traffic in Hierarchical Cellular Networks", IEEE International performance, Computing and communications conference (IPCCC2005),pp. 615-620, April, 2005.
6- Nokia Telecommunications: Web Site: www.nokia.com.

7- Ling Y., Elling T., and Nielsen T. :”Capacity of Intelligent Underlay-overlay Network”. In IEE colloquim on advanced TDMA techniques and applications, 1997.

8- Nielsen T., Wigard J., and Morgensen P. : “On the Capacity of GSM Frequency Hopping Network with Intelligent Underlay-overlay”, In Vehicular Technology Conference, VTC’97, Phoenix, Arizona, USA, pp. 1867-1871, 1997.

9- Wigard J., Nielsen T., Michaelsen P., and Morgensen P. : “Improved Intelligent Underlay-overlay Combined with Frequency Hopping in GSM”, In PIMRC’97, Helsinki, 1997.

10- Peter B. : Ericsson's GSM RAN Capacity Solutions, Ericsson Review, No. 2, 2002. 

11- Fiacco M., Piercy M.:"Enhancing GSM Capacity in the Indoor Environment Using the NanoBTS", Vehicular Technology Conference, VTC 2003-Spring. The 57th IEEE Semiannual, Vol. 1, pp. 408 – 412, 22-25 April 2003.
12- Jahangir H., Seppo J., and Mika R.: "Performance Analysis of GSM Traffic Channel Capacity with (out) High Speed Circuit Switched Data ", Proceedings of IEEE Semiannual Vehicular Technology Conference (VTC 2000), Vol. 4, pp. 1603-1609, 2000.

13- Kouvatsos D. and Niklos P. : "MEM for Arbitrary Queueing Networks with Multiple General Servers and Repetitive-Service Blocking", Performance Evaluation, 10, pp. 169-195, 1989.

14- Kouvatsos D. and Awan I. : "MEM for Arbitrary Closed Queueing Networks with RS-Blocking and Multiple Job Classes", Annals of Operations Research, Special Issue on Queueing Networks with Blocking., Baltzer Science., 79, pp. 231-269, 1998.

15- Kouvatsos D.: "Entropy Maximisation and Queueing Network Models." Annals of Operations Research, Special Issue on Queueing Networks., 48, pp. 63-126, 1994.

16- Kouvatsos D., Niklos P. : “Maximum Entropy Analysis of General Queueing Networks with Blocking”, Queueing Networks with Blocking, Perros, H. and Altiok T. (eds.), North-Holland, pp. 281-309, 1989.

17- Athanasions P. and S. Unnikrishna P.: Probability, Random Variables and Stochastic Process, McGraw-Hill, Fourth Edition, pp. 796-799, 2002.

18- Arnold O. : Probability, Statistics and Queueing Theory with Computer Science Applications, Academic Press Professional, Inc. San Diego, CA, USA pp. 280-283, 1990.

19- MOSEL site :http://www4.informatik.uni-erlangen.de/Projects/MOSEL/.

ملخص


      تعرض هذه الورقة البحثية تقييم أداء الشبكات الخلوية المبنية على الـ GSM ومبدأ ((Intelligent Underlay-Overlay IUO الذكي باستخدام التوزيع الأسي العام (Generalized exponential distribution) والتغير في وقت الوصول (arrival time) والمغادرة (service time) للمكالمات باستخدام مبدأ (Maximum Entropy). في مبدأ IUO ينقسم تردد الطيف إلى مستويين (2 layers) فائق وعادي (super and regular). الفائق هو المستوى الذي تكون فيه معدل (Carrier-to-Interference) C/I جيدة، أما العادي فتكون فيه معدلC/I  قليلة. بناءً على ما ذكر تم تقديم وعرض النموذج التحليلي (المبني على النموذج في [1]) ومناقشة بعض المتغيرات الحرجة للنظام مثل: احتمالية إحباط المكالمة ودرجة الاستخدام الأفضل للنظام. النتائج المعروضة تشير إلى أن التغير في وقت الوصول والمغادرة للمكالمات له تأثير واضح على كفاءة النظام.


Abstract


      The paper presents a performance evaluation for GSM-based cellular mobile networks in intelligent Underlay-Overlay principle (IUO) with Generalized Exponential (GE) distribution and variability in arrival and service time of the calls by the Maximum Entropy (ME) principle. In the IUO principle, the frequency spectrum of the cell is split into two layers (super and regular). One for those with good (i.e., better than predefined value) C/I (Carrier-to-Interference) ratio, is called super layer and the other is for those with low value (i.e., worse than predefined value) of C/I, is called regular layer. According to the above concepts, the analytical model is presented (which is based on the model in [1]) and the critical performance measures of the system are produced and discussed such as loss probability and utilization. The numerical results show that the variability of both the inter-arrival and service times have major effect on the system performance.
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Figure 11: utilization against traffic load in �super layer.
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Figure 10: utilization against traffic load in �regular layer.
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Figure 9: loss probability against traffic load in �super layer.
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Figure 8: loss probability against traffic load in �regular layer.
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Figure 7:  utilization against traffic load in super layer.
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Figure 6: utilization against traffic load in regular layer.
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Figure 4: loss probability against traffic load in �regular layer
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Figure 5: loss probability against traffic load in �super layer.
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