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1. Introduction:
      The importance of modelling and analysis of software failure occurrence or fault detection (removal) phenomenon has been well recognized and many studies have addressed this problem. An important objective of most of these investigations has been to develop analytical models for the fault detection phenomenon in order to compute quantities of interest such as the number of faults detected/removed, the number of remaining faults and the software reliability function. Such quantities are useful for planning purposes, in both the development and the operational phases of the software systems. 

      A fault in software leads to an output, which is different from specifications and requirements. The testing phase aims at identifying and removing these faults that occur in implementing requirements, design specifications etc. During this phase there is a need for a tool to monitor the progress of testing phase through quantifying various reliability measures of the software system such as reliability growth, remaining number of faults, mean time between failures etc. An software reliability growth model (SRGM) that provides a mathematical relationships between the number of faults removed and the testing time (CPU time or calendar time) has been used as a tool for the purpose. A number of SRGMs have been developed in the literature, under particular set of assumptions and testing environments and many of them are based on the non-homogeneous Poisson process (NHPP) assumptions (Musa et al.,1987; Xie, 1991; Kapur et al., 1999; Pham, 2000). More SRGMs are being proposed to capture the variability of growth curves and to explain the cause of this variability.

      SRGMs are fitted to the historical software reliability data collected during testing to estimate the parameters. Models based on more realistic assumptions fit the data set better. Hence more models are developed for closer depiction of testing environment. There is a class of NHPP models assumes that faults present in the software are of the same types. There is a class of NHPP models assumes that faults present in the software are of different types. In some category, the faults with respect to the level of difficulty and time taken for removal (Kapur et al., 1995 (2004)), others do so by distinguishing the means of fault identification (Ohba, 1984; Kapur and Garg, 1992). Ohba, (1984) categorized these faults as independent and dependent faults. Dependent faults can be removed only after some faults lying on that path are detected. Kapur and Garg, (1992) assumed that more faults could be removed during the checking of code for identification of cause of a failure. It is a fact that different categories of faults exist in a software. In this paper, we develop an SRGM by modifying the above assumption. We assume that two types of faults exist in a software viz. leading faults and dependent faults. Leading faults are those that cause failures and dependent faults are detected upon modification of leading faults. The model is developed as a two-stage process. This type of modelling was first done by (Kapur and Younes, 1995). We propose a more general model by incorporating time dependent lag function into the second stage, i.e., during the modelling of dependent faults detection process. The proposed SRGM is validated on actual software reliability data with respect to the goodness of fit and predictive validity criteria. The performance of the model is compared with some existing models.

      Generally the SRGMs are classified into two groups. The first group contains models, which use the machine execution (i.e., CPU) time or calendar time as a unit of fault detection/removal period. Such models are called continuous time models. The second group contains models, which use the number of test occasions/cases as a unit of fault detection period. Such models are called discrete time models, since the unit of software fault detection period is countable. A large number of models have been developed in the first group while there are fewer in the second group (Kapur et al., 1999). Discrete time models in software reliability are important and a little effort has been made in this direction. In this paper, we propose a discrete SRGM for the situation given above. The assumptions in this case are with respect to test cases instead of time.

      The rest of this paper is organized as follows: Section 2 derives the proposed model. Section 3 defines the methods used for parameter estimation. The criteria used for validation and evaluation of the proposed model and the applications of the proposed model to actual software reliability data through data analyses and model comparisons are shown in Section 4. A discrete version of the proposed model is briefly presented in Section 5. We conclude this paper in Section 6.

Notations Used:
	N(t): 
	number of faults removed in time interval (0,t]

	m(t): 
	mean value function of NHPP, the expected number of faults removed in time interval (0,t].

	a: 
	number of faults in the software at the initiation of testing

	b,c: 
	constants of proportionality.

	d: 
	constant for rate of increase in delay

	p:
	proportion of leading faults in the software

	m1(t):
	expected number of leading faults detected in time interval (0,t]

	m2(t):
	expected number of dependent faults detected in time interval (0,t]

	n:
	number of test cases


2. Software Reliability Growth Modelling:
2.1. Model Development:

       Goel and Okumoto (1979) first introduced a NHPP model to represent the fault-detection-process. They assumed that detected faults / observed failure during non-overlapping time intervals of testing phase are independent of each other. In other words, the counting process [N(t), t>0] has indent increments and the process has a Poisson distribution with time dependent mean value function. 
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(1)
      They proposed a very simple form of m(t), which based upon the following assumptions:

A1. A software system is subject to failure due to faults present in the system.

A2. On a failure the fault causing that failure can be immediately removed and no other faults are introduced during the process.

      Mathematical form of Goel-Okumoto model (G-O model) is exponential in nature:


[image: image2.wmf](

)

)

exp(

1

)

(

bt

a

t

m

-

-

=







(2)
      The G-O model is still used due to its simplicity. But as compared to exponential growth curves, S-shaped reliability growth curves are more often observed in real software development projects. Hence many SRGMs that flexible in nature have been proposed for the purpose (Yamada et al., 1983, Ohba, 1984; Bittanti 1988; Kapur and Grag, 1992; Zhang and Pham, 2000; Kapur et al., 2004). Flexibility is demonstrated by describing both exponential and S-shaped growth curves. Most of the models are NHPP models and have A1 and A2 as basic assumption.
      Apart from the ability to fit the reliability growth curves, the parameters of an SRGM should be interpretable in terms of software testing phenomenon and such popular model is due to (Ohba, 1984). Ohba proposed that the fault removal rate increases with time and assumed the presence of two types of faults in the software. The distinctive assumptions of the model can be summarized as follows:

B1. The fault detection rate is proportional to the current fault content in the software and the proportionality increases linearly with each additional fault removal.
B2. Faults present in the software are of two types: mutually independent and mutually dependent.

      Mutually independent faults lie on different execution paths and mutually dependent faults lie on the same program execution path. The second type of faults is detectable if and only if faults of first type are already detected. The model can be summarized in the following differential equation 
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where 
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Solving (3) with the initial condition m(t=0)=0, we get
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(4)
      Depending on the values of r, the above SRGM can describe both exponential and S-shaped growth curves. SRGMs proposed by (Bittanti et al., 1988; Kapur and Garg, 1992) have similar form of the model but are developed under different set of assumptions. (Bittnaiti et al., 1988) have proposed an SRGM exploiting the fault detection (exposure) rate during the initial and final time epochs of testing. Whereas, Kapur and Garg (1992) describe a fault removal phenomenon, where they assume that during a detection process of a fault some of the remaining faults may also be detected (removed). Though they do not name these two types of faults distinctly, yet it is clear that faults can be categorized according to the way they are detected. 

Equation (3) can be re-written as follows:
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(5)
      The first part of the sum on the right hand side represents independent fault detection and the second part represents detection of the dependent faults. As soon as a failure occurs, effort is made to remove the cause of the failure. During this process many more faults lying on the execution path are detected. These are the independent faults. Due to the presence of these two types of faults Ohba (1984), claims that “the more faults we detect, more undetected faults become detectable”. In other words, both independent faults and dependents faults can cause the detection of more dependent faults. But as effort is primarily the aimed towards the identification of independent faults, detection of dependent faults are dependent on cause of failure only. These faults, which can be the independent faults of Ohba (1984) are more realistically termed as leading faults as they lead to detection of more faults. Hence the above proposition of Ohba can be rephrased as “the more leading faults we detect, more undetected dependent faults become detectable”.

      Moreover, there exists a definite time lag between the detection of leading faults and the corresponding dependent faults. As leading fault detection is independent, we feel that the two detection processes should be modeled separately to correctly understand fault dependency. Kapur and Younes (1995) first proposed an SRGM formulating the two detection processes in two stages. In this paper however, we extend it further to include time dependent lag function.

2.2 Proposed Model Formulation:

      As pointed out earlier it is also important to correctly depict the time lag that exists between the two processes of fault removal. In this paper, we propose a more general model which can account for the time lag between the two processes. The model is based on the following assumptions other than A1 and A2.
C1. Faults present in the software are of two types: leading faults and dependent faults.

C2. The intensity of leading fault detection is proportional to number of leading faults remaining in the software. 
 

C3. The intensity of dependent fault detection is proportional to number of dependent faults remaining in the software and the ratio of leading faults removed to the total leading faults. 


From assumption C2 we have the following differential equation
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Solving (6) with the initial condition m1(t=0)=0, we get
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      The curve for leading fault removal is exponential in nature and is similar to G-O model. Dependent faults are detected on detection of leading faults. But there is a definite time lag between them. The following differential equation is based on this reasoning and assumption C3.
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(8)

      To make the model more general, different time dependent forms of the lag function Δt can be considered depending on the testing environments. As the number of dependent faults reduces and chance of checking the same path for leading faults increases, the time lag also increases. Hence we assume an increasing form of Δt (Xie and Zhao, 1992) as 
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      Substituting this form in equation (8) and then solving it with the initial condition m2(t=0)=0, we get


[image: image11.wmf](

)

))

(

exp(

1

)

1

(

)

(

2

t

cf

p

a

t

m

-

-

-

=




(10)

where 
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      The proposed model is the superposition of the NHPP with mean value functions given in equations (7) and (10). Thus, the mean value function of the superposed NHPP representing fault detection of the software takes the following form. 
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(11)

Many interesting results emerge from the proposed SRGM (11). 

· When p=1, it reduces to purely exponential model (Goel and Okumoto, 1979), pointing to absence of dependent faults.

· For 0<p<1, the function can describe a range of reliability growth curves,

· The parameter ‘d’ denotes that rate at which time lag increases with time. When d=0, the model reduces to SRGM proposed in (Kapur and Younes,1995).

3. Estimation of Parameters:

      Though method of least square has been used by many authors but it is the maximum likelihood estimation (MLE) method that has been extensively adopted for estimation of parameters of SRGMs based on the NHPP (Goel and Okumoto, 1979; Kapur et al., 1999). We briefly discuss below the MLE procedure for two types of software reliability data.

      If the software removal data is grouped into k points (ti,yi); i=1,2,…,k where yi is the cumulative number of faults removed at time ti which is the accumulated test time spent to remove yi faults. The likelihood function L is given as
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Taking natural algorithm of (13) we get


[image: image15.wmf][

]

{

}

[

]

å

å

=

-

-

-

=

-

-

-

-

-

-

-

=

k

i

i

i

i

i

i

i

k

i

i

i

y

y

t

m

t

m

t

m

t

m

y

y

L

1

1

1

1

1

1

)!

(

ln

)

(

)

(

)

(

)

(

ln

)

(

ln

 (13)
      The MLE of the parameters of SRGM can be obtained by maximizing (13) with respect to the model parameters.

      For the second type of data, suppose that estimation is to be performed at a specified time tk, not necessarily corresponding to a failure, and with total of mk failures being experienced at time t1,t2,…,tmk. Then the likelihood function for the NHPP discussed above is:
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      The MLE of the parameters can be obtained by maximizing likelihood function. Generalized nonlinear least square method has also been used to estimate the parameters of an SRGM (Kapur et al., 1999). In the following section we test the utility of the model vis-à-vis different utility criteria and compare the performance of the model with other SRGMs.

4. Model validation:
      To check the validity of the model, we test it on four data sets cited from different software development projects. The real data sets are cited from (Brooks and Motley, 1980; Misra, 1983; Musa et al., 1987; Pham, 2000) respectively. The first data set (DS-1) is for a radar system of size 12 KLOC (Kilo Lines Of Code) after it was tested for 35 months in which 1301 faults were removed. The second data set (DS-2) is for real time command and control system. The data is in the form (ti,yi); i=1,2,…,38 where ti is measured on the basis of CPU hours. The third data set (DS-3) is for a real command and control system. The software was tested for 92 days during which 136 faults were removed. Weekly failure and removal data are presented as well as the execution time. The fourth data set (DS-4) is from a real time monitor and control system. This software consist of about 200 modules, on average has 1 KLOC written in FORTRAN. The failure data are recorded by days for 111 days; in which 481 faults are removed.

      Estimation of parameters for the proposed model for above data sets are presented in table-I. The actual and fitted curves for the four data sets are presented in figure 1 to figure 4 respectively. It is also observed that the estimated values of total fault content a are very close to the actual values. 

Table I: Parameter Estimation Results

	Data sets
	Parameter Estimation

	
	a
	b
	c
	p
	d

	DS-1
	1350
	.069
	1.383
	.393
	.83

	DS-2
	275
	.03
	.002
	.305
	.008

	DS-3
	146
	.10
	2.77
	.999
	.203

	DS-4
	485
	.042
	.249
	.439
	.037
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Fig. 2 
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Fig. 4

      The performance of SRGMs is judged by their ability to fit the past software reliability data (goodness of fit) and to predict satisfactory the future behavior of the software fault removal process (predictive validity) (Musa et al., 1987, Kapur et al., 1999). The performance of the model was compared with that of three established models under the following criteria:

1) The sum of square error (SSE): the model under comparison is used to simulate the fault data, the difference between the simulated data m^(ti) and the observed data yi is measured by SSE as follows.
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where k is the number of observations. 

The lower SSE indicates less fitting error, thus better goodness of fit

2) The Akaike Information Criterion (AIC): this criterion was first proposed as an software reliability model selection tool by (Khoshogoftaar and Woodcock, 1991) and defined as 
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where N is the number of the parameters used in the model. 

      Lower value of AIC indicates more confidence in the model thus a better fit and predictive validity. 

      In other words, we evaluate the performance of the models using SSE, AIC metrics. For SSE and AIC, the smaller the metric value the better the model fits relative to other models run on the same data set. 

      Apart from the G-O model (Goel and Okumoto, 1979) and Inflection model (Ohba, 1984) the performance of the new model is compared with delayed S-shaped (DSS) model (Yamada et al., 1983). The results are presented in Table-II. It is observed that the values of AIC and SSE are minimum for the proposed model. These data sets contain both exponential and S-shaped growth curves. This is the reason why for one data set G-O model gives closer results to the proposed model. In others inflection model is better than G-O model and DSS model due to its flexibility. Hence the proposed model is more flexible than inflection model as it can describe both exponential and S-shaped growth curves better.
Table II. Models under Comparison

	Data sets
	Criteria
	Models under Comparison

	
	
	G-O
	DSS
	Inflection
	Proposed

	DS-1
	SSE
	381435
	95014
	7203
	6202

	
	AIC
	423
	328
	293
	286

	DS-2
	SSE
	4330
	4438
	1131
	315

	
	AIC
	242
	294
	244
	199

	DS-3
	SSE
	645
	1489
	580
	333

	
	AIC
	140
	166
	158
	116

	DS-4
	SSE
	85909
	36054
	32568
	31995

	
	AIC
	1042
	947
	940
	940


5. Discrete SRGM:

      The utility of discrete SRGMs cannot be undermined. As the software reliability data are discrete, these models many times provide better fit than their continuous time counterparts. Hence in spite of difficulties in terms of mathematical complexity, discrete models are proposed regularly. We propose below the discrete version of the continuous SRGM proposed above. The assumptions, which are with respect to time in the continuous case, can be reinterpreted in terms of number of test cases. The test case can be any duration of time viz. hour, day, week, month etc. 

The difference equation for leading faults can be written as
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      Solving (17) using probability generating function (PGF) with the initial condition m1(n=0)=0, we get
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The dependent fault detection can be put as the following difference equation


[image: image25.wmf](

)

ap

n

n

m

n

m

p

a

c

n

m

n

m

)

1

(

)

(

)

1

(

)

(

)

1

(

1

2

2

2

D

-

+

-

-

=

-

+



(19)
where Δn is the lag depending upon the number of test cases. 

when 
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      We get the following functional form of m2(n) with initial condition m2(n=0)=0. This particular form for Δn is chosen, as it is the discrete equivalent of the continuous case. The difference equation is solved using PGF after tedious algebraic manipulations one can get the closed form of (19) and is given as
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      Hence the expected number of faults that include both leading and dependent ones are removed in n test cases is
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      The parameters of (22) can be estimated by the method suggested in section 2.2 after some modifications. However, this is not being reported in this paper. The purpose here is to present the closed form solution (22), which has not been, tried in the literature for discrete models other than exponential model (Yamada and Osaki, 1985) and delayed S-shaped model (Kapur et al., 1999). 

6. Conclusions:
      In this paper, a newly developed SRGM based on NHPP that assumes the presence of two types of faults in the software namely, leading and dependent faults has been proposed. Leading faults are those that can be removed upon a failure and dependent faults are masked by the leading faults and can be removed only after the corresponding leading fault has been removed. A time dependent lag function has been introduced which can account for delay in removal of dependent faults. The proposed model has been developed, validated and compared with other well-documented models by applying them to actual software reliability data cited from real software development projects. The data sets were deliberately chosen from different testing environments where the growth curves ranging from purely exponential to highly S-shaped. The results are encouraging. More general SRGMs that include the effects of imperfect debugging, error generation, testing effort and other forms of error categorization and delay function can be developed through continuous and discrete modelling approaches. This is being further looked into and will be brought out in future.
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ملخص


      تقدم الورقة نموذجا جديدا لصياغة ظاهرة العول ونموها للبرمجيات قائماً على أساس عملية (بواسون) غير المتجانسة، والمفترض وجود نوعين من الأخطاء في البرمجيات: أخطاء رئيسيّة وأخطاء معتمده. الأخطاء الرئيسيّة هي تلك الأخطاء التي يمكن إزالتها مباشرة عند إخفاق البرمجيات. أما الأخطاء المعتمدة فهي تلك الأخطاء المخبأة داخل أخطاء رئيسية ويمكن إزالتها بعد إزالة الخطأ الرئيسي. لتمثيل ظاهرة تأخر إزالة الأخطاء المعتمدة تم إدخال الوقت المنقضي في النموذج. النموذج المقدم يلائم مجموعة متنوعة من منحنيات نمو العول في البرمجيات، وللتأكد من صلاحيته تم استخدام بيانات جمعت من اختبارات حقيقية للبرمجيات، والنتائج قورنت مع نماذج موثقة توثيقا جيداً في هندسة عول البرمجيات. بالإضافة إلى عرض صيغة الزمن المنفصل من النموذج المقدم.


Abstract


      This paper proposes a new software reliability growth model (SRGM) based on the non-homogenous Poisson process (NHPP) that assumes the presence of two types of faults in the software namely, leading and dependent faults. Leading faults are those that can be removed upon a failure. But dependent faults are masked by the leading faults and can be removed only after the corresponding leading fault has been removed. A time dependent lag function has been introduced which can account for delay in removal of dependent faults. The proposed model has the ability to fit a variety of reliability growth curves and has been validated on actual software test data sets and its performance has been compared with well-documented SRGMs in the literature. A discrete version of the proposed model has also been presented.


Keywords: Software Engineering, Software Testing, Software Reliability Growth Models (SRGMs), Non-Homogenous Poisson Process (NHPP)
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